
Chapter 7. 

Local Area Networks

7.0. Abstract.

In this chapter the most important notions about local area networks are developed. First the two traditional networks, Ethernet and Token Ring are explained in some detail, as most of the new developments are directly derived from those. Next it is shown how local area networks have been integrated in the framework of the OSI model by the IEEE 802 standardization effort. Techniques to interconnect local area networks are reviewed and the two approaches to bridging are explained. Finally, the modern versions of the traditional local area networks are introduced and their technical innovations explained.

Two inserts give some technical details about the Aloha protocol and the HDLC family of data link protocols.

7.1. The “traditional” local area networks.

7.1.1. Ethernet.

Ethernet, designed in the late seventies at the XEROX Palo Alto Research Centre is a broadcast network, where all stations are interconnected by means of a bus, a passive communication medium, originally a coaxial cable. The medium access protocol uses the Carrier Sense, Multiple Access with Collision Detection (CSMA/CD) technique, derived from Aloha, a medium access technique developed for radio networks.

7.1.1.1. CSMA/CD

The principles underlying Aloha, designed in 1970 by N.Abramson and F.Kuo, can best be understood when applied to a star network linking terminals with a central computer via a geostationary satellite. 

A single radio channel has to be shared between all terminals. Traditional polling, where the central computer interrogates in turn all terminals is not applicable due to the very long propagation delay between earth and the geostationary satellite. Instead, a completely anarchic policy is used: each terminal is free to transmit whenever it wants.

After transmitting a data packet the terminal has to listen to check whether its packet comes back undisturbed from the satellite. If so, the transmission is considered successfully completed. If not, the packet has probably been damaged by interference with another packet transmitted simultaneously by another terminal. This situation is called a “collision”. After detecting a collision, the transmitting station waits a random delay and retransmits its packet. This procedure is summarised by the pseudocode reproduced in table 7.1.

REPEAT


Transmit packet Pt;


receive same packet Pr;


ok := (Pr = Pt);


IF NOT ok THEN



Wait random delay


END

UNTIL ok

Tab. 7.1. Aloha algorithm.

The random delay before retransmission is to avoid that two packets which collided should again collide when their respective transmitters make their next attempt. If traffic density is high, the same packet can experience again and again collisions at successive transmission attempts, increasing the transmission delay and decreasing the useful channel capacity.

Insert 7.1: Performance evaluation of Aloha.

To evaluate the effect of extremely simple Aloha access protocol on the channel capacity, a simple traffic model, based upon fixed length packets, transmitted independently from each other according to a Poisson distribution will be used. Due to the random delay preceding each retransmission, it is not necessary to distinguish retransmissions from new transmissions in the traffic model. 

Following notations are used in the model:

t:
Time needed to send one packet

G:
Total traffic (average number of packets send in a time interval of duration t)

S:
Successful traffic (average number of good packets received in a time interval t)

p:
Probability that a packet will avoid collision.

The successful traffic S is the product of the total traffic G and the probability of a single packet being successfully transmitted p.

S = G . p

When the transmission of a packet start at t0, a collision will occur if another transmission starts elsewhere within the interval t0-t, t0+t. The probability of successful transmissions is the probability that no transmission will start within this interval. It is given by the theory of Poisson distributions:

p = e-2G

Therefore the successful traffic can be expressed in function of the total traffic:

S = G . e-2G
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This function is represented in figure 7.1. It has a maximum at G = 0.5. where S has the value 0.184. This shows that the simplicity of the access protocol costs at least 82% of the channel capacity, and that in case of heavy traffic, a real bandwidth collapse can occur when increasing total traffic results in a reduction of the successful traffic.

In the case of a LAN, where delays are orders of magnitude less than in satellite networks, the Aloha protocol can be significantly improved: first of all, before starting to send, each station senses the transmission medium to check if no other station is sending (carrier sense). Of course this does not completely prevent collisions, as several stations can simultaneously be waiting until the transmission medium becomes available (Multiple Access). To reduce the impact of collisions on channel utilisation, each station listens to what it is sending, and stops immediately when it detects that another station is also sending (collision detect). In case of collision, stations do exactly as in Aloha: they wait a random time before trying again.

Due to the carrier sense and collision detection mechanisms, the channel utilisation is much better than with pure Aloha. 

In fact, at a given traffic level, the loss of capacity caused by collisions is essentially function of the length of the network.  Figure 7.2 represents the timing of an Ethernet with three stations, A, B and C. A and B are located next to each other on one end of the cable, C is located at the other end. The diagram corresponds to the situation where A terminates transmitting a frame, while B and C both are waiting to transmit. Due to the propagation delay along the cable, B notices the availability of the medium much before C and will only discover the collision caused by C after twice the propagation time between B and C. In such circumstances, the time lost due to collisions is proportional to the length of the cable.  This is the reason why the Ethernet protocol, in addition to any restriction which might result from the attenuation along cables, imposes a maximum distance between any two stations, function of the data rate.

For the traditional 10 Mb/s Ethernets this distance is 3000 m. 

By imposing a minimum length on any frame and an upper limit on the propagation delay, distinguishing messages damaged by collisions from good messages is simple: collision fragments are always shorter than good frames.
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To further prevent network saturation in case of excessive load, the range of the random delay is increased at each retransmission. This avoids the additional traffic generated by retransmissions to become excessive and cause a network collapse.

7.1.1.2. Ethernet frames and addresses.

As mentioned earlier, information travels over an Ethernet packed in frames. Figure 7.3 gives the format of an Ethernet frame, as described in the IEEE 802.3 standard. These frames have a minimum length of 64 bytes and a maximum length of 1518 bytes.

The preamble is a group of 56 alternating bits 0 and 1 used to synchronise the receiver clock with the Manchester encoded frames. Source and destination addresses are 48 bit unique addresses, hardwired in the interfaces. The Payload field is a variable length field used to carry information originating in the upper protocol layers. The “Length Payload” field gives its length, in bytes. If the payload is so short that the minimum length requirement for the frame can not be satisfied, the payload is extended by meaningless bytes. The Frame Check Sequence is a set of 32 redundant bits, computed from the other variable fields, in order to allow detection of possible transmission errors.

Preamble (7 bytes)

Start Frame (1 byte)

Destination Address (6 bytes)

Source Address (6 bytes)

Length Payload (2 bytes)

Payload (evt. + padding)

Frame Check Sequence (4 bytes)

Fig.7.3. Ethernet frame.

Frames transmitted over an Ethernet are seen by all receivers but only the receiver recognising its address in the destination field will copy the frame in its receiving buffer.

An all one’s destination address is called a “broadcast address” and is copied by all receivers.

7.1.1.3. Ethernets and IP.

When Ethernet is used as network layer underneath the Internet protocol, each host on the Ethernet will have two addresses: the host number within the IP address and the Ethernet address. In order to make direct delivery of datagrams possible, each IP entity on the Ethernet needs to be able to translate the IP host number of all local hosts into Ethernet addresses. Therefor the IP entities maintain a translation table by means of the Address Resolution Protocol (ARP), which is part of the TCP/IP protocol stack. ARP regularly broadcasts on the Ethernet the IP addresses of all local hosts. A host, when recognising its IP host number, acknowledges the ARP request and, so doing, makes its Ethernet address known.

Diskless workstations, such as “Network Computers” have an additional problem with respect toEthernet and IP addresses. As IP addresses are traditionally software defined, diskless computers can not memorise their IP address while switched off. Therefor they use the Reverse Address Resolution Protocol (RARP) to ask, by means of a broadcast message, a configuration server to give the IP address, which corresponds to their hardwired Ethernet address.

7.1.1.4. Practical Ethernets.

Three large corporations initially supported Ethernet: Xerox, Intel and Digital Equipment and became quickly a considerable commercial success. When the IEEE undertook to standardise local area networks, Ethernet was, in a slightly modified version, included in the standard under the reference IEEE 802.3. 

The first commercially successful versions of Ethernet worked at 10 Mb/s and used a thick 50

coaxial cable as transmission medium. The transceivers were capable of driving a cable of no more than 500 m with no more than 100 connected transceivers. These transceivers were separate units connected to the Ethernet interfaces through a standardised cable. In the IEEE 802.3 standard, this version is known as 10 Base 5.

Due to the high cost of installing thick coaxial cables a cheaper version, based on thin 50

coaxial cable was developed, known in the standard as 10 Base 2.  It allows segments of 185 m, with a maximum of 30 stations. Separate transceivers are no longer required for thin coaxial cable, they are build in the normal interfaces. 

By means of electronic amplifiers, called repeaters, it is possible to interconnect several thin and thick segments. Some repeaters are even split repeaters, with the two halves interconnected by another communication medium (fig.7.4). Split repeaters can be useful when an Ethernet has to cover two different buildings. However, as explained in paragraph 7.1.1.1, the maximal distance between two stations on the same Ethernet can never exceed 3000 m, as longer distances would jeopardise the proper operation of the CSMA/CD protocol. 
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In the 10 Base T version, all or part of the bus is collapsed into a small segment interconnecting as many repeaters as stations. Each station being connected by means of a twisted pair to its repeater. The degenerescence of the coaxial bus into a star of twisted pairs has many advantages: 

- the twisted pairs are cheaper and easier to install. 

- they can be used for many applications such as other networks and even for the telephone. This allows wiring of office buildings before it is known which networks will be installed.

- a fault in one station or in the pair connecting that station causes trouble for only one user. The others can continue to work, which is certainly not the case when many stations are connected to a single bus.

In the 10 Base F version, optical fibres connecting each station to an optical crosspoint, which plays the same role as the Ethernet bus, replace the wiring. Due to the low cost and good performance of twisted pairs based Ethernets the optical fibre variety never had an overwhelming commercial success.

Currently (1998) several high-speed versions of Ethernet, at 100 Mb/s and even at 1 GB/s are becoming available on the market. These versions have not yet been fully standardised. They are all based on a star topology with twisted pairs or optical fibres. Naturally, maximum distance between stations, as imposed by the CSMA/CD protocol, decrease when datarates are increased (see further in this chapter).

7.1.2. The Token Ring.

In the early eighties, IBM, which did not want to use products developed by one of its competitors, decided to develop an alternative to Ethernet. Following a tradition started with the networks connecting their terminals to their mainframes, they adopted a ring rather than a bus topology. The token ring initially operated at 4 Mb/s but has been upgraded to 16 Mb/s. When the IEEE undertook to standardise local area networks, the token ring, just like Ethernet, was included in the standard in a slightly modified version under the reference IEEE 802.5.

7.1.2.1. The token ring access protocol.

In a token ring each station has a receiver and a sender. The receiver is directly linked with the sender of the preceding station and the sender with the receiver of the next station. Stations, that are switched off or defective are automatically bypassed in order to guarantee continuity of the ring (see fig.7.5). 

In all stations but the one which is transmitting data the sender just forwards the received bit stream, after a one bit delay (this delay can be increased in one station – see later). Each station can copy the forwarded data in an internal buffer and can eventually modify some bits before forwarding them. The transmitting station sends data coming from an internal buffer and does not forward the incoming data. When the transmitting station has no data to send it keeps transmitting meaningless data in order to keep the clocks of all other stations synchronised.
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Fig.7.12. Structure of a filtering bridge.


A unique packet, called “token” circulates along the ring and can be held by each station. Only the station in possession of the token is allowed to put data on the ring.

When a station wants to transmit data, it waits until it gets the token. Then it disconnects its sender from its receiver and starts transmitting the data. When the destination station recognises its address in the flow of transiting data, it starts copying the frame and sets the “address recognised” and “copied data” bits in the “frame status” byte at the end of the frame. The transmitting station, when it gets back its frame, checks it for transmission errors and checks whether the frame has been recognised and copied by the destination. When the frame has been completely transmitted, the transmitting station waits until it has got back the entire frame and then forwards the token to the next station. The operation of a token ring is represented schematically in fig. 7.6.
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Fig.7.11. Bridges.

7.1.2.2. The token ring recovery procedure.

The operation of a token ring can be jeopardised by the loss of the token. This can occur for instance when a station is switched off when it owns the token.

This problem was not a serious one in the ring used to connect terminals to a mainframe as the latter could monitor the periodic appearance of the token and regenerate a new token whenever the token failed to show up. This recovery mechanism would, of course, fail if the mainframe itself was disabled, but in that case operation of the network would hitherto be useless. In a ring intended to interconnect a set of workstations, no clear hierarchy can exist and no specific station should be required for the operation of the others. Nevertheless, proper operation of a token ring requires one station, called “the monitor” having the special task of restoring any lost token. These contradictory requirements are reunited by given all stations monitor capabilities, by electing, when the ring comes up, one active monitor and by replacing automatically the active monitor whenever it fails to fulfil its task.

When any station notices loss of the token, its sends a “Claim Token” control frame. If that station gets back its “Claim Token” message without having noticed any other such messages coming by, it automatically gets the “monitor” status.

The monitor has to check that the token doesn’t get lost, has to remove from the ring garbled and orphan frames and has to insert additional delay in short rings to ensure proper operation.

To detect a token loss, the monitor uses a timer. If within a pre-set time interval no token has come by, the monitor clears the entire ring and issues a new token.

Garbled frames are frames with erroneous format and/or checksums. After detection of such frame, the monitor opens the ring, cleans it entirely and issues a new token. Orphan frames are short frames put on the ring by a station that has been disconnected before the head of its message has come back. Such frames would circulate forever. The monitor detects orphan frames by setting a “monitor” bit in each frame passing through the monitor and by removing from the ring any frame which has the monitor bit set.

When a ring is idle, its length, resulting from the one bit delay in each station and from the propagation delay along the wires must be sufficient to keep an entire token. As the token frame has 24 bits, it can be necessary in small networks with few active stations to increase artificially the delay along the ring. This is done by the monitor, which can insert additional buffer bits between its receiver and sender, if required.

7.1.2.3. Token Ring frames and addresses.

The generic format of token ring frames is shown in fig. 7.7. 
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The “Starting Delimiter” and “Ending Delimiters” are unique signals, with the same length as a byte, but which violate in a specific way the encoding rules of the binary signals.

The “Access Control” field carries the token bit, indicating whether the frame is a token or not, the monitor bit mentioned earlier and some bits to implement a priority scheme which eventually forces low priority stations to ignore the token when it passes by.

The “Frame Control” field allows distinguishing between frames used by the MAC layer to manage the ring and frames used to carry a payload from the upper layers.

The address fields are 16 or 48-bit hardware defined addresses. Just as for Ethernet, the 48 bit addresses are intended to ensure uniqueness of addresses on all token rings worldwide.

The “Info” is used to carry the payload from the upper layers.

The Frame Check Sequence is a set of 32 redundant bits, computed from most of the other variable fields, in order to allow detection of possible transmission errors.

The “Frame Status” field contains the “Address Recognised” and “Data Copied” bits used for acknowledgement.

Whenever a Token Ring would be used as the network layer underneath an Internet layer, the address translation problems described in paragraph 7.1.1.3 would have to be solved in the same way as they are for Ethernets.

7.1.2.4. Physical media for the Token Ring.

Although logically the token ring has the shape of a ring, in practice it is wired as a star with a double link between each station and a central hub (fig.7.8). This hub contains the switches, which disconnect any non-operative station from the ring. By powering each individual switch from its connected station through wires physically attached to the data cables, it is possible to ensure automatically proper operation of the ring even when a cable is accidentally cut.
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7.2. The IEEE 802 standards.

When CCITT and ISO first designed the OSI model, little attention was paid to the local area networks. This was quite normal, as local area networks were not yet very common at that time and as most experts in the standardisation bodies came from the telephone operators. The Institute of Electrical and Electronic Engineers (IEEE), through its 802 standardisation project, undertook the integration of local area networks in the general framework of the OSI model.

7.2.1. The MAC layer standards.

First the medium access control had to be assigned to one of the 7 layers of the model, as this function normally doesn’t exist in wide-area networks based on point to point links and store and forward mechanisms. Medium access control was logically added to the bottom of the second layer above the physical layer and under the data link sublayer. Due to the important ties between some of the medium access control protocols and industry giants, it was clearly impossible to select a single medium access control protocol for local area networks. The IEEE 802 committee instead chose to design an open standard with several plug-ins. Fig.7.9 represents the IEEE 802 framework with some of its possible components. In order to fit in a single framework, traditional MAC protocols had to be slightly adapted, but nothing fundamental was changed.
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The most popular medium access standards are 802.3 derived from the Xerox-Intel-Digital Ethernet and 802.5, derived from the IBM Token Ring. The 802.4 token bus is quite popular in manufacturing automation, as it is the preferred MAC standard for the General Motors Manufacturing Automation Profile (MAP). More recently the 802.6 Metropolitan Area Network has gained acceptance in some backbone applications. Another popular backbone technology, FDDI, has not been standardised by the IEEE, but fits well in the 802 framework. All these standards specify the physical layer and the corresponding medium access layer. The PDUs exchanged by the MAC entities typically contain the MAC level addresses of both the sender and the intended receiver, the data from the upper layers and some redundant bits for error detection purposes.  Some more complex MAC layer protocols such as 802.5 also use for control purpose frames, which contain no data from upper layers. A control field in each frame allows distinguishing these frames from data carrying frames. The addresses at the MAC level are in general 48 bit addresses. Such long addresses, hardwired in the network interfaces and assigned by some central authority, such as the owner of the patents protecting the network protocols, ensure that never two stations, in any network, will have the same physical address.

7.2.2. The data link layer.

· In early local area networks, the MAC layer was directly interfaced with the applications. In order to fit local area networks in the same framework as wide area networks, a data link layer had to be added. This layer was standardised under the reference IEEE 802.2. Three different service classes are specified:

· Class 1 specifies a connectionless, unreliable service. It is to be used in those circumstances where initially no data link layer was needed.

· Class 2 specifies a connection oriented, reliable service. It brings the local area networks to the level of service, which is normally expected from long-distance point to point links. This level of service is obtained by using a sliding window protocol, with a window size of 128 frames, derived from HDLC (see insert about HDLC).
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Class 3 specifies a connectionless service with acknowledgement of each frame. This service level could give a reasonable level of data link reliability without requiring the complexity and the overhead of a connection oriented protocol.

In addition to the various levels of error correction and flow control, the three classes of service allow for identifying different flows of data between identical MAC addresses by using the address field of each frame to identify specific data link entities which might share a same MAC address. The format of IEEE 802.2 frames in shown in fig.7.10.

Insert 7.2. The HDLC family of data link protocols.

The High-level Data Link Control protocols are intended to transmit frames of arbitrary length over a full duplex link and to correct transmission errors by means of a sliding window algorithm.

The transmitter delimits frames by inserting in front and after each frame a unique bit pattern (01111110) called flag, and by inserting after each sequence of 5 bits 1 a 0 to prevent confusion with flags. The insertion of a bit 0 after 5 bits 1 is called "bit stuffing" (fig.7.2.1). At the receiver side flags and stuffed bits are removed.

Original message
0111000101111111001010100111001111100010

“stuffed” message
011100010111110110010101001110011111000010

Fig.7.2.1. Bit stuffing.


The last sixteen bits (before stuffing) of each frame are cyclic redundancy bits allowing the detection of transmission errors.

The first field of each frame is intended for addresses. Depending on the specific protocol of the network, two, one or no address are included in that field. 

The next field is the so-called "frame control field" which is central in the operation of the HDLC protocols. It defines three different frame types, the "Information frame” (I frame), the "Supervisory frame” (S frame) and the "Unnumbered frame” (U frame). Figure 7.2.2 gives a summary of the contents of the frame control fields corresponding to the three different frames. 

The upper layer PDUs (the "payload") are carried in HDLC like protocols in the "I field" between the frame control field and the cyclic redundancy bits. 

HDLC like protocols can be used both in a connectionless and a connection oriented mode. 

In the connectionless mode, only U frames (including an I field when needed) are used to carry the payload and the little supervisory information needed for connectionless operation. Fig.8.2.4 shows the different U frames.

In the connection oriented mode U frames are used to establish the connection, I frames, which are the only frames having an I field, are used to carry the payload and the supervisory information corresponding to a smooth data transfer while the supervisory frames are used to handle transmission incidents such as transmission errors and receiver buffer overflow.

A bi-directional HDLC datalink between stations A and B requires two state variables VS and VR in each station. VS contains the number of the next I frame to be transmitted, VR the number of the expected I frame in the opposite direction. This means that VSA and VRB control the data flow from A to B, VSB and VRA the opposite flow.

When A transmits an I frame, the values of VSA and VRA are copied respectively in the Ns and Nr fields, and VSA is incremented.

When B receives that frame, it frees all the transmit buffers containing frames with numbers less than Nr and it compares the Ns field with the value of VRB. If equal, the received frame was the expected frame, its payload is passed to the upper layer and VRB is incremented. If not equal, the frame is rejected and a "reject" supervisory frame, containing the actual value of VRB is send to A.

When A receives a "reject" S frame it resets its VSA variable to the value contained in the Nr field, and frees the transmit buffers containing frames with lower numbers.

From this (incomplete) description of the protocol, the reader can deduct that HDLC uses a "go back N" error correction policy and that positive acknowledgements for frames travelling from A to B are included in the normal I frames travelling from B to A (acknowledgement piggybacking) while negative acknowledgements require special S frames.

The "Receiver Ready" and "Receiver Not Ready" S frames are used as positive acknowledgements telling the transmitter respectively that it is welcome or not welcome to transmit the frame with number Nr. These two frames allow HDLC to control the flow of data over a link to prevent receiver congestion.

Depending on the protocol derived from HDLC, the VS and VR variables and consequently the Ns and Nr fields are 3 or 7 bits long, allowing for an 8 or 128 frames window. The larger windows being used for high-speed links with long transmission delays, as small windows in such systems would prohibit an efficient use of the transmission capacity. For instance, a 10 Mb/s satellite link using 100 Kb frames and an 8 frames window would transmit the 8 first frames in 80 ms and would then have to wait for 400 ms before the acknowledgement for the first frame could arrive.
7. 3. The interconnection of LANs.

Performance considerations and/or the MAC protocols impose severe restrictions on the number of stations on a LAN and on the distance between these stations. This generates an obvious need for means to interconnect transparently several LANs.

Considerable diversity exists in the names of devices designed to interconnect different networks, especially in commercial brochures. In this course, the terms “repeater”, “bridge”, “router”, “gateway” and “application gateway” will be used consistently when the interconnection is established respectively at the layers 1, 2, 3, or 7 of the reference model. This usage is systematically enforced in all the IEEE publications.

Repeaters and routers have already been discussed in the context of respectively Ethernet and the Internet protocols. In the following paragraphs special attention will be given to bridges, which are highly relevant to the context of LAN'’. 

7. 3.1. MAC Bridges.

Bridges ensure interconnection of LANs at the MAC level. Their location in the reference model is shown in fig.7.11.
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In the most popular approach to bridging, standardised in IEEE 802.1, bridges have no MAC layer address. Logically, they have two lanes, one for each direction, for instance, from left to right and from right to left (fig.7.12). Each has a receiver, a filter, a store and a transmitter. The left to right channel acquires all frames passing by on the left network, possibly discards some in function of their destination address, keeps the others in the store, and retransmits them on the right network. The other channel does the same, mutatis mutandis. 

The decision to discard a frame is based on its destination address. Indeed, if it is known that a given address is located on the left side of a bridge, it makes no sense to forward frames for that address to the right side. The filters use a common database of MAC addresses to make their decisions. This database can be filled in manually when the network is started, and can be conceived as elective (only frames for addresses specified in the database are forwarded) or as restrictive (all frames but those for addresses in the database are forwarded).
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It is also possible to make the bridge fill in itself its database by observing the traffic (learning bridge). In that case, the restrictive database is initially empty, and all packets, regardless of their destination, are transmitted (a so called ‘promiscuous’”mode of operation). The bridge, while transmitting frames stores in its database the origin address of each frame, and labels these addresses as “left side” or “right side”, in function of the direction of the frame through the bridge (this presupposes of course, that no loops through the interconnected networks exist- see paragraph 7. 3.2).

Once the database is no longer empty, the bridge filters out frames coming from the left with a destination labelled “left side” and those coming from the right with a destination labelled “right side”. In order to accommodate changes in the network, learning bridges continuously check the origin addresses for inconsistencies, and use time stamps to discard entries that have not been confirmed for some period of time.

In addition to filtering based on destination addresses, some bridges can also perform filtering based on source addresses. Such filtering is mainly intended for security purposes and obviously uses manually defined databases.

7. 3.2. The spanning tree algorithm.

The learning algorithm described in the preceding paragraph can only work if no loops exist through the interconnected networks, because such loops would make the notions of “left” and “right” meaningless. For fault tolerance, however, it might be attractive to have redundant paths between networks. To conciliate these opposite requirements, a protocol allowing bridges to discover loops and to open them by disabling some bridges has been developed. It is the “spanning tree” algorithm. By running this algorithm periodically, disabled bridges can be automatically reenabled when some path through the network is no longer operational.

The spanning tree algorithm itself consists in finding a tree comprising just enough bridges to interconnect all LANs. First the root of this tree is found by having all the bridges broadcasting their serial number and by selecting the one with the lowest serial number. Once the root is identified, a tree is constructed by having each bridge select the shortest path to the root. In case of equal distances, the lowest serial number wins.

7.3.3. Source routing.

The concept of learning bridges, which can be inserted anywhere between networks, and learn automatically about the network topology, is not appreciated by network managers who want to keep control over who communicates with who, and who certainly don’t want frames with unknown destination to travel freely through the entire network. For sites where such preoccupations are considered more important than the ease of management and the transparency of learning bridges, the source routing approach to bridging has been proposed: frames which should travel through bridges have an extended destination address identifying all bridges and LANs the frame has to cross. This implies that 

- bridges and LANs have explicit identifiers,

- redundant paths are no longer a problem,

- frames with local and remote destinations have different formats,

- any station sending frames to remote destinations must know all the details about the route to reach the destination.

- stations authorised to address remote stations need a special network interface.

For small networks, it is possible to load manually the authorised routes in the privileged stations, but for large networks, this quickly becomes an unacceptable burden. “Route discovery algorithms” were introduced: a station wanting to send broadcasts a discovery message carrying the destination address. This message is forwarded by all bridges, which add their own identifier in the message. Whenever the first copy of the discovery message reaches the destination, it is send back along the recorded route, which is likely to be the fastest one.

Source routing is mainly popular among Token Ring users, but is loosing many of its supporters and failed to be approved as an IEEE 802.1 standard.

7.3.4. Hybrid bridges.

As bridges have a separate MAC layer interface in each network, they can interconnect different types of LANs provided that the frames to be carried by the MAC layer have the same format. Even among IEEE 802 networks, this can however cause some slight difficulties, as the maximum length of frames is not identical in the different 802 varieties.

7.3.5. Backbone networks.

Pairs of interconnected half-bridges are quite common and, as opposed to half-repeaters, there is no restriction imposed by the MAC protocols on the distance between the two halves because, on each side of the bridge, the MAC protocols behave independently of each other. Half-bridges can be connected through direct links, or through any local- or wide-area network (fig.7.13). Some issues raised by interconnecting LANs through WANs will be discussed in chapter 11. When LANs or WANs are used to interconnect more than two half bridges, they are often called “backbone networks”. 

[image: image12.wmf]Fig.7.5. Token ring node interface.
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7.4. High performance LANs.

The progress of high-speed electronics and the reduction in cost of optical fibres have enabled a new generation of local area networks with performance typically one order of magnitude better than their ancestors had. Initially these LANs were almost exclusively used as backbones interconnecting many traditional LANs but the increase in power of personal workstations has created a demand for high performance LANs interconnecting directly the end-users workstations.

7.4.1. Switched Ethernets.

Due to the availability of very fast switching devices, a new generation of LAN interconnection devices, working at the MAC level, has appeared, mainly in the Ethernet world. These devices constitute a central hub in a star of Ethernets, with very few, possibly just one, station each (fig.7.14). Just like a bridge, a switch has a database that maps MAC addresses onto LANs. Whenever a frame enters a switch, it is transferred exclusively to its destination LAN, unless it is a broadcast frame or a frame with an unknown address, in which case the frame is transmitted on all LANs, provided that broadcast frames and frames with unknown destinations are allowed by the bridging policy. When the switch is fast enough and when each LAN has only one station connected to it, a switch allows all pairs of stations to communicate using the full bandwidth of the LAN, without any form of contention. Such switches are sometimes called “collapsed backbones” and are becoming increasingly popular with twisted pair based Ethernets. One could wonder why the Ethernet MAC protocol is still in use in these networks, as the switches reduce the probability of collisions to zero. This is simply due to the wide availability of low cost Ethernet interfaces, which can be used indifferently for traditional or switched Ethernets.

[image: image13.wmf]Fig.7.7. Token Ring Frames Format.
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Still without modifying significantly the Ethernet protocol, it is possible to increase the data rate, provided that the maximum propagation delay should be reduced by the same factor. A 100 Mb/s version of Ethernet, using twisted pairs no longer than 100 m is becoming more and more popular in environments where high-performance personal workstations need to be interconnected.

Gigabit Ethernets, based on optical fibres, are also being announced (spring 1998), but no generally accepted standard for those is available yet. Due to their attractive pricing, these very fast Ethernets are likely to capture a significant part of the short-distance backbone market.

7.4.2. Fibre Distributed Data Interface (FDDI).

An optical network derived from the token ring but with much better performances, both in data rate and in the maximum distance between stations has conquered a significant part of the backbone market, but its market share is decreasing now due to the competition of ATM based backbones (see chapter 10).

FDDI has a data rate of 100 Mb/s and the ring can have a maximal length of 100 Km. The number of stations on a ring can be as high as 500, but then the delay a station has to wait before it gets the token can become prohibitively long. When used as a backbone, a FDDI ring interconnects typically 10 to 20 half bridges or routers.

As FDDI was designed as a backbone network for interconnecting LANs located at several kilometres from each other, it would not have been practical to ensure the physical reliability by adopting a star wiring as was done for the traditional token ring. A physical structure based on a double ring operating in opposite directions was chosen (see fig.7.15).  In normal operation only one of the two rings carries data. In case of failure of a station or a segment of the double ring, the stations on both sides of the interruption restore a ring structure by connecting both rings. The length and the number of stations on the restored ring are approximately twice the original values, causing potentially some performance degradations.

[image: image14.wmf]Fig. 7.8. Token Ring Physical Structure
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The possible length of the ring imposes also a slightly different token passing protocol: in the traditional token ring the transmitting station keeps the token until the tail of its message has returned to the transmitter. This way, the ring is entirely swept clean between any two messages. In FDDI, the transmitter sends the token immediately after the tail of the message, because waiting till the tail of the message returns to the transmitter would significantly reduce the throughput of a FDDI network. A 100 Km long ring working at 100 Mb/s indeed ‘contains’ at any moment approximately 5000 bits, which is more or less the volume of an entire frame.
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Fig.7.14. Switched Ethernet.
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Fig.7.15. FDDI fault tolerance.
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Fig.7.10. The IEEE 802 LLC Frame Format

		Flag : Unique bit pattern (01111110)

		Address (32 bit) : Not used for point to point links

		Control (16 bit) : Controls the sliding windows

		Payload (variable length) : Data from layer 3

		CRC (16 bit) : Redundant bits obtained by dividing the address, control and payload fields by a predefined polynomial.
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Fig.7.12. Structure of a filtering bridge.
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Fig. 7.13.Backbone network interconnecting half-bridges
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Fig.7.11. Bridges.
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Fig.7.4 Split repeaters in an Ethernet
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Fig.7.7. Token Ring Frames Format.
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Fig. 7.8. Token Ring Physical Structure
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Fig.7.5. Token ring node interface.
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Fig.7.6. Token ring operation
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Fig.7.1. Aloha throughput in function of total traffic.
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Fig. 7.2. CSMA/CD Collision Window
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