
Chapter 5. 

Data transmission fundamentals

5.0. Abstract.

In this chapter, some fundamental concepts, needed to transport digital data over some distance, will be reviewed.

First parallel and serial communications will be explained and the practical advantages of the latter shown.

Thereafter the theory of Shannon that allows evaluating the transmission capacity of a channel will be introduced and some techniques used in modems shortly justified.

Finally, th e main characteristics of important transmission media will be summarized.

5.1. Bit-serial transmissions.

5.1.1. Parallel vs. serial transmissions.

As in all computers, memory and data transfers are organized in words, and as almost all modern computers have word-lengths which are multiples of 8, it seems logical to transfer 8 bit bytes between machines. This would imply 9 parallel communication channels, one per data bit plus one clock line to inform the receiver when the state of the 8 data lines is meaningful (fig.5.1). Such a system however proves very unpractical if the distance exceeds a few meters because, not only, 9 parallel data channels can be prohibitively expensive, but moreover, as the differences in propagation delays on the different channels should remain smaller than the interval between successive bytes, the attainable throughput on long lines appears to be very low.
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Fig.5.1. Parallel data transmission.

Adding in both the transmitting and receiving computer a communication interface containing an eight bit shift register allows to transfer data in parallel between the computer and the communication interface, but as a serial flow of bits between the two communication interfaces (fig.5.2). 

[image: image3.wmf]Fig.5.2. Serial data transmission.

[image: image4.bmp][image: image5.bmp]Of course, in addition to the data channel, there is still the need for a clock channel synchronizing the shift operations. One could object that a two channel system, working at roughly 8 times the speed of a 9 channel system, could have even more serious problems with propagation delay differences, but as will be shown later, it is fairly simple to multiplex over one single channel the data and the clock, so that no differences in propagation delay can appear (fig.5.3).

[image: image6.wmf]Fig.5.3. Serial data transmission with multiplexed clock.

5.1.2. Analog vs. digital communications.

Any communications channel is in essence an analog channel: information is encoded by some physical characteristic, which propagates along the channel, such as a voltage, a current or a light intensity. 

The channel is considered as digital, when, at the sender side, the physical characteristic used for communication can only be given a small number of different values, and when, at the receiver side, a detector measures the value of the received signal and makes a guess about which of the different possible values was transmitted. Over short distances, identifying the transmitted value is trivial, but over long distances the transmitted signal can have been attenuated and corrupted by various noise sources, so that guessing its original value can become extremely difficult. Translating the bits issued by a communication interface in some characteristic of a signal which propagates along a communication channel, and retranslating what is left of that signal in bits at the receiver side is the task of devices which are generally called "modems" in the data processing world (fig.5.4). The name "modem" is a concatenation of "modulator and demodulator", and will be used here for all such devices, whatever the nature of the communication channel. Some authors restrict the use of the word "modem" to digital communications over analog channels normally designed for voice traffic.

[image: image7.bmp]Fig.5.4. Digital communications.

5.1.3. Synchronous vs. asynchronous communications.

Multiplexing of data and clock on serial links has been mentioned earlier. This multiplexing can be done in the communications interface, at the level of the serial/parallel conversion, or at the level of the modem.

5.1.3.1. Asynchronous communications.

When clock and data multiplexing is done in the communications interface (fig.5.5), no explicit timing information is available to the modem, and such modems are called asynchronous modems. Asynchronous modems are typically used when the bit rate is, at least, one order of magnitude slower than the frequencies of the signals used by the modems to carry the information. An extreme example of an asynchronous modem is an optical transceiver: bits 0 and 1 are encoded as pulses of infrared light and it is quite obvious that there is no relation what's however between the bit rate and the frequency of the infrared radiation, which is in the order of 1014 Hz. 

Fig. 5.5. Asynchronous modems. 

Typical for asynchronous communications are relatively short blocks of data, transmitted at arbitrary moments, carrying each all the information needed to synchronize a clock in the receiver with the transmitter clock for the duration of a single block.

As an example of asynchronous system the "start-stop" protocol used by the international Telex network, by many terminals and by the serial port on PC's will be described (fig.5.6). Data is transmitted as independent 5,7,8 or 9 bit characters. Each bit is transmitted during a previously agreed duration T. 

When no character is being transmitted, the communication line is kept in state 1. The receiver continuously watches this. To transmit, the line is kept in state 0 for a full bit period T (start bit). This is detected by the receiver, which starts its local clock and samples the line for data at 3T/2, 5T/2, 7T/2, ...etc. after the leading edge of the start bit. When a full character has been transmitted, the line has to return to state 1 and stay in that state for a mutually agreed minimal time which is usually T, 3T/2 or 2T (1,1.5 or 2 stop bits).

The start stop system puts minimal requirements on the accuracy of the clocks (it was originally designed for electromechanical terminals). The only requirement is that transmitter and receiver clocks do not shift by more than half a bit period while one character is transmitted, which, for 8 bit characters allows for 5 % difference in clock speeds. Considering one start bit, an 8 bit character and one stop bit, the overhead for clock synchronization is 20%, which is a lot when compared to some synchronous communication techniques.

Fig. 5.6. Start-stop transmission.

5.1.3.2. Synchronous communications.

When clock and data are multiplexed in the modem, the clock signal is available both in the communications interface and in the modem (it can be generated in either of the two). At the receiver’s side, the modem extracts the clock from the received signal and passes it to the communications interface (this situation was already shown in fig.5.3). In synchronous modems, the information is encoded by means of signals directly derived from the data clock.

5.2. Transmission capacity.

5.2.1. Transmission capacity vs. modulation speed.

The transmission capacity, or throughput, of a digital communication channel is expressed in bits per second. The formula of Shannon (see further in this paragraph) allows computing an upper limit for the transmission capacity in function of the physical characteristics of the channel between the two modems.

As mentioned earlier, the sender imposes a small number of different states at the input of the communications channel and the receiver has to find out to which of these states corresponds the signal at the output. The transmission capacity will be determined by the speed at which the state of the channel can change and by the number of different states the receiver can reliably distinguish.

The number of successive states a channel can take per second, or the maximum modulation speed, is expressed in Baud. If the receiver can only distinguish two different states, the transmission capacity expressed in bits per second will be equal to the maximum modulation speed expressed in Baud. If, however, 4, 8 or 16 states can be distinguished, 2, 3 or 4 bits can be encoded by each state and the transmission capacity is 2, 3 or 4 times higher than the maximum modulation speed. In fact, the transmission capacity is equal to the maximum modulation speed multiplied by the logarithm in base 2 of the number of distinguishable states. This shows clearly that "Baud" and "bit per second" are not at all synonymous even if, in binary systems, maximum modulation speed and transmission capacity have the same value. Expressing throughput in Baud, as a majority of people do, is as stupid as expressing a distance in minutes, an leads to very confusing statements such as "Fax modems work at 2400 Baud to transmit images at 9600 Baud".

5.2.2. The Shannon formula.

The theory of Shannon, which is far outside the scope of this document, states that for any channel, the maximum throughput (in bits per second) can not exceed the bandwidth (in Hz) multiplied by the logarithm in base 2 of the signal/noise ratio plus 1.

Transmission Capacity <= B * Log2(1 + S/N)

Intuitively, one could view this formula as stating that the bandwidth of the channel sets the maximum modulation speed and the signal/noise ratio the number of distinguishable states. 

The Shannon formula gives an upper limit for the throughput of any communication channel. It does not state that it is easy to reach that limit. For example, a normal switched telephone link has a bandwidth of 3000 Hz and a signal over noise ratio of 1000, which means that the maximal throughput is 3000 * Log2(1001), or approximately 30 Kb/s. Until recently, modems did not allow more than half that throughput (V32 standard), as more performance would have been prohibitively complex and expensive. Now, due to spectacular cost reductions in digital signal processing, modems, which come very close to the Shannon limit, appear on the market (V 34 modems).

5.2.3. Eye diagrams.

Instruments allowing to monitor visually how well different states can be distinguished in presence of noise have been developed. Understanding these displays can provide better insight in the behavior of digital communication links. 

In some older synchronous modems, a bit 1 was represented by a positive half sine wave while a bit 0 was represented by a negative half sine wave. The receiver synchronized itself so as to observe the incoming through a window corresponding to the maximum amplitude of the sine waves. Fig.5.7 represents a display showing through two successive windows the incoming waveforms. Transmission errors will occur when either the amplitude of the sine waves is insufficient or when they are out of synchronism. When the transmission operates properly, this diagram evokes wide-open eyes, which close or get clogged when transmission deteriorates. This resemblance resulted in all diagrams representing the incoming analog signals in a modem being called “eye diagrams”.

Fig.5.7. Original eye diagrams.

Modern modems encode information by modulating both the amplitude and phase of sine waves. Their eye diagrams therefor represent the line signals on a polar display, the distance to the center corresponding to the amplitude and the angular position to the phase shift.

Figure 5.8 represents such a display for a channel which can take 8 distinct states. When connected close to the sender, the instrument would show 8 well-defined points, as all states are likely to be evenly transmitted. Close to the receiver the 8 original states have been affected by transmission noise and their representation has shifted away from the original position. After a sufficiently long observation period, 8 clouds of points will become visible, each cloud corresponding with one state, affected by the noise. As long as these clouds remain separated, reliable detection is possible, but if they overlap, no detector will be able to decide reliably to what cloud a signal belongs, and many transmission errors will occur. In the situation represented in figure 5.9, no reliable detection is possible, but it would still be possible to operate at the same baud rate but at a reduced transmission speed, by using only 4 states, which are still clearly distinct.


Fig.5.8.Eye diagram: 8 states, good S/N ratio.     Fig.5.9.Eye diagram: poor S/N ratio.

Fig.5.10. Eye diagram: 4 states, poor S/N ratio, correct transmission at reduced speed.

5.3. Coding and modulation techniques.

In this paragraph some of the principles underlying the techniques used in modern modems will be introduced. First some coding techniques will be analyzed, then digital scrambling and finally modulation techniques will be described. For simplicity, only binary systems, with two distinguishable states, will be considered.

5.3.1. Digital coding.

5.3.1.1. Random digital signals.

Signals can be described as function of the time, or, after a Fourier transformation, as functions of frequency. As the characteristics of communication channels are generally expressed as functions of frequency, the latter method is preferable to study modems. Unfortunately, digital data is always described as a sequence of bits, and never as a frequency spectrum. Moreover, it would be unpractical to study the behavior of a transmission system for each specific message separately. Instead, a statistical approach is needed.

For such an approach it is convenient to make following assumptions about the statistical properties of the messages:

- Bits 0 and 1 have the same probability 0.5.

- Successive bits are uncorrelated.

Random messages are characterized in the time domain by their autocorrelation function:




It is possible to obtain the frequency spectrum of the signal by computing the Fourier transformation of the autocorrelation function.




5.3.1.2. Straight binary encoding.

A first interesting study would consist in computing the spectrum of a random binary message, with a bit 0 represented by 0 volt and a bit 1 by a voltage a (similar results would be obtained for an optical signal with no light representing a bit 0 and some intensity a representing a bit 1).

The autocorrelation function R is obtained by choosing the origin of the time axis in the middle of an arbitrary bit 1 and by evaluating the mean value of the product of the signal multiplied by itself, shifted by a delay see fig.5.11)
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Fig. 5.11. Autocorrelation function of an asymmetric straight binary signal.

If, instead of the asymmetrical encoding 0 and a, symmetrical encoding -a/2 and +a/2 were used the constant term a2/4 would disappear from the autocorrelation function.

The frequency spectrum is obtained by computing the Fourier integral:

 


 


 


 


The second term of the function 

 is represented graphically in fig 5.12. for the constants a and T both arbitrary set to 1.


Fig.5.12. Fourier spectrum of a binary signal.

Four interesting facts can be obtained from this function:

- The Dirac peak at the frequency 0 corresponds to some DC voltage on the line, which results from the asymmetrical representation of bits 0 and 1. Choosing -a/2 and +a/2 instead of 0 and a would eliminate this component.

- The maximum of the remaining spectrum is located at frequency 0, which can be inconvenient as most transmission channels, and especially telephone channels, are not designed for DC transmission. This important DC component results from the possibility of long sequences of 1's or 0's encoded by a constant voltage.

- The zeros of the spectrum are located at the clock frequency and its multiples. This will certainly not be favorable for reliable extraction of the clock signal at the receiver side.

- The amplitude of the successive maxima in the spectrum decreases as 1/f2, which implies that a significant part of the power is to be found after the first 0, at frequencies higher than the clock frequency. To reliably transmit such signal, a bandwidth equal of, at least, two or three times the clock frequency is required.

5.3.1.3 Manchester encoding.

To eliminate some of the less desirable properties of the straight binary encoding, Manchester encoding can be used.

A bit 0 is represented by a -a/2 voltage during half a bit period followed by a +a/2 voltage during the other half period. A bit 1 is represented by the same pattern, with reversed signs. As can be seen, each bit corresponds to an up or down transition between +a/2 and -a/2, but additional transitions appear when successive bits are equal. Per bit, there is, at least, one transition, synchronized with the clock, which ensures very easy clock extraction from the received signal.

The autocorrelation function and the Fourier spectrum can be computed in the same way as it was done for the straight binary signal. These functions are represented in figures 5.13 and 5.14.
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Fig. 5.13. Autocorrelation function of a Manchester encoded signal.

Fig.5.14. Spectrum of a Manchester encoded signal.

This spectrum has much more advantageous characteristics:

- Due to the symmetrical voltages, the Dirac component has disappeared.

- due to the presence of a transition per clock period, the components close to the 0 frequency have vanished from spectrum and the successive maxima are conveniently located near multiples of the clock frequency.

- Unfortunately, the first zero in the spectrum is located at twice the clock frequency, and the amplitude of successive maxima still decreases as 1/f2, so that even more bandwidth is required. The slow decrease of successive maxima is not due to the coding but to the waveforms: it can easily be verified that the spectrum of all square signals decreases as 1/f2. The only way to fasten this is to use other waveforms, triangular waveforms would yield a 1/f4 decrease, and smoother waveforms, such as half sine waves would result in even less importance of higher maxima.

5.3.1.4. Guidelines for digital encoding.

From the previous examples and some mathematical exploration of autocorrelation functions and their Fourier transformation, some guidelines for code design can be obtained:

- If DC transmission is a problem, electrically symmetric codes should always be chosen and the maximum interval between transitions should be severely restricted.

- To facilitate clock extraction a maximum of transitions should occur in synchronism with the clock, while the total number of transitions per bit should be kept as low as possible to restrict the required bandwidth.

- To further restrict the required bandwidth, square waves should be avoided and very smooth waveforms such as sine waves preferred.

Many different digital codes have been designed along these lines and are being used successfully for digital transmissions (and also for magnetic recording of data, as the same spectral issues are to be solved in that domain).

5.3.2. Modulation.

Instead of transmitting directly the digital signals (with or without some encoding and wave shaping) they can be used to modulate a sine wave, called carrier, which is transmitted, and processed in the receiver to recover the original digital information. Three different modulation techniques, amplitude modulation, frequency modulation and phase modulation are commonly used, alone or in combination. Figures 5.15 to 5.17 show these different modulation techniques.

To evaluate the effect of modulation on the spectrum of a digital signal, the simplest approach consists in computing the effect of amplitude modulation on one single frequency.




The original signal has been duplicated and shifted in the frequency domain. The two copies are to be found at the carrier frequency minus/plus the frequency of the signal. By adequate filtering it is possible to eliminate one of the two copies, for example, the lower one, and then, amplitude modulation appears as a means to shift a signal in the frequency spectrum by the frequency of the carrier. The effects of frequency and phase modulation are more difficult to compute, but are roughly the same as those of amplitude modulation.

Fig. 5.15. Amplitude modulation.


In the figures 5.15 to 5.17 modulation schemes with a carrier only slightly higher, and synchronized with, the bit clock are shown. This is typical for synchronous modems working over telephone links, but is not the case in other modems, such as those used for radio transmission or cable TV channels.

Fig. 5.16. Frequency modulation.

Fig. 5.17. Phase modulation.


Digital coding and modulation have been discussed separately in this text for clarity. The reader should however be aware that there are no fundamental differences between these two techniques for signal shaping: Manchester encoding is a form phase modulation, provided that sine waves are used instead of square waves.

5.4. References.

John D.Spragins, Joseph L.Hammond and Krzysztof Pawlikowski

Telecommunications Protocols and Design

Addison-Wesley, 1991

ISBN 0-201-09290-5

5.5 Non-english references.

In french:

G.Macchi, J.F. Guilbert

Téléinformatique

DUNOD, Paris, 1979.

ISBN 2-04-010361-9

Clock





Serial Data





Clock





Serial Data + Clock





� EMBED PowerPoint.Slide.8  ���





Analog communication channel





011001





011001





RX





TX





Multiplexing


in DTE





DTE





DTE





DCE





DCE





Modem





Modem





Serial Data





+ Clock





clock





1





1





0





0





1





1





1





0





0





1





1





1





0





0





1





3





2





1





0





1





0.5





0





4





3





2





1





0





1.0





0.5





0








J.TIBERGHIEN – Teleprocessing

Chap5, Page 1 of 15, printed 04/26/98
J.TIBERGHIEN – Teleprocessing

Chap.5, Page 14 of 15 , printed 04/26/98
J.TIBERGHIEN – Teleprocessing  Chap.5, Page 15 of 15, printed 04/26/98

_837184577

_837186162

_837186688

_843342500.unknown

_944322850.ppt













_837186901

_837186469

_837184718

_837185777

_837184703

_837183389

_837184537

_837182746

