
Chapter 4. 

The Internet Protocols

4.0. Abstract.

In this chapter the principles of internetworking will be introduced. Thereafter the main internetworking protocol, IP will be described in some detail. First the main characteristics of the present version of IP will be reviewed; thereafter the problems forcing an upgrade, an interim solution and the proposed major upgrade of the protocol will be presented.

In a side track some of the major routing algorithms will be introduced.

4.1. The Internet layer.

In the three-layer model introduced in the first chapter, the lower layer, identified as the “network layer” was in charge of transferring bits between any two machines connected to the same network. This simple model has become inadequate as a broad variety of different networks has invaded the workplace and even the homes and as modern applications not only require connectivity within the realm of each network but also connectivity between different networks.

This requirement led quite naturally to an additional layer, complementing the services provided by the different networks with inter-network connectivity. This additional layer got, for obvious reasons, the name “Internet layer”.

While the concept of internet layer exists in both the OSI and TCP/IP approaches to network standardization, the approach used to define the services to be provided by that layer are quite different.

In the OSI approach, an additional sublayer is added between the network and the Internet layer. This additional sublayer called “enhancement sublayer” eventually supplements the services provided by a given network with whatever additional services are expected by the Internet layer. For instance, when connection oriented wide area networks have to interoperate with connectionless local area networks, the local area networks will be enhanced with connection oriented services. This approach is schematically shown in fig.4.1.

Instead of the enhancement approach of OSI, the TCP/IP approach consists in defining an Internet layer that only expects that the underlying network can carry individual datagrams, without even ensuring that they will reach their destination. Such connectionless, unreliable service is obviously available from any network. This approach might, of course, result in some networks being used far below their capabilities, but allows interconnection of almost any network without the need of specific developments. Specific developments could greatly improve the overall efficiency of the interconnected networks but are never required for minimal connectivity. For instance, when using a connection oriented network, one could simply open and close a connection for each datagram to be transmitted, or, one could try to optimize the overhead by leaving connections open during some time, counting on other datagrams for the same destination. 
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The internet layer itself could be used to enhance the services obtained from the lower layers, but as some applications do not need better services, the eventual enhancement has been left to the transport layer, as was already explained in chapter 3 (see fig 4.2).
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Fig.4.2. The TCP/IP approach to internetworking


4.2. The Internet Protocol (IP).

The conceptual model underlying the IP protocol consists in a set of independent networks, interconnected through devices called routers (fig.4.3). Each device connected to one of the networks is unambiguously identified by its IP address, which is composed of two essential parts, one to identify the network and one to identify the device on the network. Routers have two IP addresses, one for each network. All networks, of course, independently of any internet protocol, have their own addressing scheme.  This results in each device being identified by two redundant addresses, the local address and the IP address. The “Address Resolution Protocol” (ARP) is used by a router to obtain the local address of a device with known IP address. Quite obviously, the way ARP works is function of each particular network.
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Datagrams handled by the IP protocol are composed of a header and a data area. The data area is the upper layer payload to be carried through the network and the header is a block of information specific to the IP protocol. It contains, among other data, the source and destination addresses of the datagram. IP datagrams are moved through different networks via routers from source to destination. Networks can impose an upper limit to the size of a datagram. When a router has to forward a datagram that is too large, it splits the datagram into smaller parts, reproducing the header of the original datagram in front of each of the fragments (fig.4.4). These new headers differ slightly from the original one, as they carry a unique identifier for the original datagram and a sequence number identifying each fragment.

When, by chance, a router gets simultaneously in its memory all fragments of a datagram and the following network is capable of transmitting the entire datagram, the router is welcome to reassemble it.
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Fig.4.4. Fragmentation.

4.2.1. The present Internet Protocol (IP V4).

The services offered by this version of IP are

· a uniform addressing scheme allowing unambiguous identification of all hosts on any network

· a connectionless, unreliable datagram service.

· a routing mechanism allowing to reach any host trough an arbitrary number of networks

· provisions for datagram fragmentation whenever imposed by specific network characteristics

· means of eliminating lost datagrams

· debugging facilities

· special transmission modes

These different services will be explained in the following paragraphs.

4.2.1.1. Addressing.

IP V4 addresses can be decomposed into three parts, the first identifying a specific host on a given network, the second identifying that network and the third specifying the format of the address. IP V4 defines 4 different formats for addresses. They all are 32 bits long (see fig.4.2). Class A addresses define 127 large networks with up to 16 million hosts each. Class B addresses define over 16000 medium sized networks with up to 65000 hosts each. Class C addresses are good for up to 2 million small networks with no more than 254 hosts and class D addresses are special purpose addresses used to identify predefined multicast groups (a multicast group is a set of addresses that should all receive a copy of a single datagram). Traditionally, IP addresses are represented by a sequence of four decimal numbers all comprised between 0 and 255, each corresponding to the binary value of one of the 4 bytes of the address. Fig.4.5. gives an example of class A, B and C addresses.
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Fig.4.5. Examples of IP V.4 addresses.


4.2.1.2. The IP V4 header.

Fig. 4.6 shows the header that appears in front of all IP V4 datagrams.
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The meaning of the different fields is as follows:

Ver

the version of IP used for this datagram. In this version Ver = 4.

Len

the length, in 32 bit words, of the header.

Total Length.
The length, in bytes, of the entire datagram.

Typ.ser.
Desired type of service. With this field routers can be informed of how they should handle the datagram. A priority between 0 and 7 can be given, as well as an indication whether short delay, high throughput or high reliability is important for the datagram. There is, however, no guarantee that all routers will follow these instructions.

Ident.
Unique identifier for a fragmented datagram.

Frag.Offset
Offset of the data part of the fragment in the original datagram.

Fl
two flags, 
The first is used in fragments to inform routers that other fragments are following. The second, eventually set by the original source of the datagram, prohibits any fragmentation and, so doing, can cause the datagram to be dropped in front of a network not accepting long enough datagrams.

TTL
This “Time To Live” contains initially the maximum number of routers the datagram can cross. This count is decremented at each router and the datagram is dropped when the TTL field reaches 0.

Proto:
This field identifies the upper layer protocols for which the payload of the datagram is being used.

HdrCks:
Redundant 16 bit checksum used to detect possible transmission errors in the header. 

Options
this variable length field allows to specify some special handling of the datagram useful for routing or debugging purposes. For instance one can impose a precise route through the internet by specifying the addresses off all routers to be used or, for debugging purposes, one could request that the addresses of all traversed routers be recorded in the options field together with timestamps.

4.2.2. IP routing.

Routing in an IP network is performed by the IP entities in the hosts and in the routers. When an IP entity has to send a datagram to its destination, two different situations can occur: the destination address is on the same network as the IP entity or it is on a different network. In the first case direct routing takes place, in the second, indirect routing. 

In case of direct routing, the IP entity encapsulates the datagram into a network specific frame, inserts into that frame the local network address (obtained through the ARP protocol) and sends the datagram to its final destination.

In case of indirect routing, the IP entity consults its routing table to find the address of a local router where datagrams for a specific destination should be sent in order to be forwarded into another network towards the final destination. Once that address is known, the IP entity sends the datagram to the local router by exactly the same mechanism as the one used for direct routing. 

This routing mechanism implies that each IP entity has access to a routing table giving for all possible networks, the address of a local router. Setting up and maintaining these tables is the major difficulty in IP routing.

4.2.3. Classless Interdomain Routing (CIDR).

The structure of IP addresses was defined in a time where telecommunication operators still enjoyed monopoly situations, and where personal computers where unheard of. This situation quite well explains the intended role of the different address classes: class A addresses for operators of large public networks, class B addresses for large private and small public networks and class C addresses for “normal” private networks. The explosive growth of the number of personal computers together with the liberalization of the telecommunications market has lead the class based address structure into inadequacy. The number of organizations which could justify a class A network exceeds the number of possible class A networks, all class B network identifiers have already been assigned for some time and few organizations can live with a single class C network. Assigning multiple class C identifiers to a single network isn’t a good solution either, because all routing tables, all over the Internet have to store all the assigned network identifiers and using intensively the remaining class C identifiers would rapidly result in exceedingly large routing tables.

These problems have been alleviated by abandoning the original class structure and by associating with each network a mask specifying how many out of the 32 bits are used to identify the network (in this scheme, there is no objection against considering the original class identifiers as part of the network identifier). These masks have obviously to be stored together with the network identifiers in all the routing tables and are used, when an address has to be localized, to separate the network part from the host number.

The mechanism of using a mask to extract network identifiers from Internet addresses will be explained by means of an example.

Suppose that three organizations X, Y and Z request respectively 2048, 4096 and 1024 addresses.

User X is assigned the addresses ranging from 194.24.0.0 to 194.24.7.255 with a mask 255.255.248.0, distinguishing the 11 bit host address from the remaining 21 bit network identifier.

User Y is assigned the addresses ranging from 194.24.16.0 to 194.24.31.255 with a mask 255.255.240.0, distinguishing the 12 bit host address from the remaining 20 bit network identifier (the addresses 194.24.8.0 to 194.24.15.255 are temporarily left unused as a block of 4096 addresses should start at a multiple of 4096).

User Z is assigned the addresses ranging from 194.24.8.0 to 194.24.11.255 with a mask 255.255.252.0, distinguishing the 10 bit host address from the remaining 22 bit network identifier (A block of 1024 addresses remains available here and can be assigned at a later moment). 

These address assignments are shown in table 4.1.

User X

194.24.0.0 to 194.24.7.255
Addresses

Mask:
11000010 00011000 00000xxx xxxxxxxx

11111111 11111111 11111000 00000000

User Y

194.24.16.0 to 194.24.31.255
Addresses

Mask:
11000010 00011000 0001xxxx xxxxxxxx

11111111 11111111 11110000 00000000

User Z

194.24.8.0 to 194.24.11.255
Addresses

Mask:
11000010 00011000 000010xx xxxxxxxx

11111111 11111111 11111100 00000000

Table 4.1. Example of classless Internet addresses

When a router has to identify an address, it compares bit by bit the address to all addresses stored in the routing table, but only considers those bits corresponding to the ones in the respective masks. Using this mechanism in the above example, one could easily see that the address 194.24.17.4 would only result in a match when compared with the Y entry of the routing table.

To further reduce the size of the routing tables, it has been decided that, among the not yet assigned network identifiers, four groups of 32 million consecutive addresses should be reserved for different geographical areas so that new addresses outside a specific area could be routed by means of only three entries in the routing tables. Table 4.2. gives the geographically assigned address ranges.


Lowest address
Highest address

Europe
194.0.0.0
195.255.255.255

North America
198.0.0.0
199.255.255.255

South and central America
200.0.0.0
201.255.255.255

Asia and pacific region
202.0.0.0
203.255.255.255

Table 4.2. Geographically assigned Internet addresses.

4.2.4. Next Generation IP (IP V6).

As was already mentioned in the preceding paragraph, the address space allowed by the present version of IP is inadequate considering the exponential growth of the Internet. The classless addressing has delayed the issue, but a more fundamental solution is needed. In addition IP V4 has other shortcomings which are becoming more and more important. The most important shortcomings are:

· the lack of provisions for enforcing guaranteed Quality Of Service, counteracting the development of multimedia and real time applications.

· The lack of support for secure communications, counteracting the large-scale use of the Internet for electronic commerce.

· The poor support for multicasting further limits the large-scale introduction of multimedia applications.

Eliminating all these problems clearly implies a fundamental revision of the IP protocol, but considering the millions of hosts using the present version of IP, any upgrade will be a major challenge in upward compatibility. Moreover, the efficiency and simplicity of the original IP protocol, which contributed so much to the success of the TCP/IP family of protocols, should not be given up too quickly to satisfy the needs of a relatively small part of the TCP/IP users.

The issues of upgrading IP have been studied extensively for several years. Many proposals have been made and extensively evaluated by the Internet Engineering Task Force (IETF). At last, in 1996, the Next Generation version of IP has been selected, formally approved and given the IP Version 6 name.

Address space has been extended from 32 to 128 bits, which will certainly cover all imaginable needs in the predictable future (one could assign over one billion addresses per square meter of the earth surface!) and provisions have been made in the structuring of the new address space for including without any modification, not only the old 32 bit Internet addresses, but also address spaces of private TCP/IP networks, of OSI networks and of some popular proprietary networks.

In addition, more versatile multicast addresses have been defined and a new addressing mode, “anycast”, has been introduced. A datagram addressed to an anycast address can be sent to any address that belongs to a set defined by the anycast address. Such sets of addresses are useful when several different routes for the same final destination can be used.

To allow for a better handling of datastreams with quality of service requirements, the priority field of the header has been extended to 16 bit and an optional flow label can be included in each header. These flow labels are intended to identify all the datagrams belonging to a given datastream, so that routers could reserve resources for them. This mechanism is in fact a departure from the strictly connectionless IP philosophy intended to find an acceptable compromise between predictable quality of service and protocol simplicity.
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Fig.4.7. IP Version 6 header.

Despite the much longer addresses and the new flow labels, the size of the header has not considerably grown with respect to IP V4. This result was mainly obtained by moving all the not frequently used fields into optional header extensions.

Through the mechanism of optional header extensions, a minimal support for various security measures such as encryption and authentication is also provided, giving Internet users the opportunity to implement themselves the level of security they want.

Figure 4.7. shows the IP Version 6 header.

IP V4 and V6 datagrams are not compatible, but are sufficiently close to each other to allow building of gateways between V4 and V6 subnets, or even to allow for implementations of the IP protocol capable of handling both versions.
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Fig.4.1. The internet sublayer in the OSI approach.
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