
Coding and modulation techniques.

In this paragraph some of the principles underlying the techniques used in modern modems will be introduced. Some coding techniques will be analyzed and modulation will be described. For simplicity, only binary systems, with two distinguishable states, will be considered.

1. Random digital signals.

Signals can be described as function of the time, or, after a Fourier transformation, as functions of frequency. As the characteristics of communication channels are generally expressed as functions of frequency, the latter method is preferable to study modems. Unfortunately, digital data is always described as a sequence of bits, and never as a frequency spectrum. Moreover, it would be unpractical to study the behavior of a transmission system for each specific message separately. Instead, a statistical approach is needed.

For such an approach it is convenient to make following assumptions about the statistical properties of the messages:

- Bits 0 and 1 have the same probability 0.5.

- Successive bits are uncorrelated.

Random messages are characterized in the time domain by their autocorrelation function:




It is possible to obtain the frequency spectrum of the signal by computing the Fourier transformation of the autocorrelation function.




2. Straight binary encoding.

A first interesting study would consist in computing the spectrum of a random binary message, with a bit 0 represented by 0 volt and a bit 1 by a voltage a (similar results would be obtained for an optical signal with no light representing a bit 0 and some intensity a representing a bit 1).

The autocorrelation function R is obtained by choosing the origin of the time axis in the middle of an arbitrary bit 1 and by evaluating the mean value of the product of the signal multiplied by itself, shifted by a delay see fig.1)
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Fig.1. Autocorrelation function of an asymmetric straight binary signal.

If, instead of the asymmetrical encoding 0 and a, symmetrical encoding -a/2 and +a/2 were used the constant term a2/4 would disappear from the autocorrelation function.

The frequency spectrum is obtained by computing the Fourier integral:

 


 


 


 


The second term of the function 

 is represented graphically in fig.2. for the constants a and T both arbitrary set to 1.
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Fig.2. Fourier spectrum of a binary signal.

Four interesting facts can be obtained from this function:

- The Dirac peak at the frequency 0 corresponds to some DC voltage on the line, which results from the asymmetrical representation of bits 0 and 1. Choosing -a/2 and +a/2 instead of 0 and a would eliminate this component.

- The maximum of the remaining spectrum is located at frequency 0, which can be inconvenient as most transmission channels, and especially telephone channels, are not designed for DC transmission. This important DC component results from the possibility of long sequences of 1's or 0's encoded by a constant voltage.

- The zeros of the spectrum are located at the clock frequency and its multiples. This will certainly not be favorable for reliable extraction of the clock signal at the receiver side.

- The amplitude of the successive maxima in the spectrum decreases as 1/f2, which implies that a significant part of the power is to be found after the first 0, at frequencies higher than the clock frequency. To reliably transmit such signal, a bandwidth equal of, at least, two or three times the clock frequency is required.

3 Manchester encoding.

To eliminate some of the less desirable properties of the straight binary encoding, Manchester encoding can be used.

A bit 0 is represented by a -a/2 voltage during half a bit period followed by a +a/2 voltage during the other half period. A bit 1 is represented by the same pattern, with reversed signs. As can be seen, each bit corresponds to an up or down transition between +a/2 and -a/2, but additional transitions appear when successive bits are equal. Per bit, there is, at least, one transition, synchronized with the clock, which ensures very easy clock extraction from the received signal.

The autocorrelation function and the Fourier spectrum can be computed in the same way as it was done for the straight binary signal. These functions are represented in figures 3 and 4.
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Fig.3. Autocorrelation function of a Manchester encoded signal.

Fig.4. Spectrum of a Manchester encoded signal.

This spectrum has much more advantageous characteristics:

- Due to the symmetrical voltages, the Dirac component has disappeared.

- due to the presence of a transition per clock period, the components close to the 0 frequency have vanished from spectrum and the successive maxima are conveniently located near multiples of the clock frequency.

- Unfortunately, the first zero in the spectrum is located at twice the clock frequency, and the power of successive maxima still decreases as 1/f2, so that even more bandwidth is required. The slow decrease of successive maxima is not due to the coding but to the waveforms: it can easily be verified that the spectrum of all square signals decreases as 1/f2. The only way to fasten this is to use other waveforms, triangular waveforms would yield a 1/f4 decrease, and smoother waveforms, such as half sine waves would result in even less importance of higher maxima.

4. Guidelines for digital encoding.

From the previous examples and some mathematical exploration of autocorrelation functions and their Fourier transformation, some guidelines for code design can be obtained:

- If DC transmission is a problem, electrically symmetric codes should always be chosen and the maximum interval between transitions should be severely restricted.

- To facilitate clock extraction a maximum of transitions should occur in synchronism with the clock, while the total number of transitions per bit should be kept as low as possible to restrict the required bandwidth.

- To further restrict the required bandwidth, square waves should be avoided and very smooth waveforms such as sine waves preferred.

Many different digital codes have been designed along these lines and are being used successfully for digital transmissions (and also for magnetic recording of data, as the same spectral issues are to be solved in that domain).

5. Modulation.

Encoding data by means of portions of sine waves can be done in three fundamentally different ways: 

· By using sine waves with different amplitudes (amplitude modulation)

· By using sine waves with different frequencies (frequency modulation)

· By using sine waves disrupted by phase shifts (phase modulation) 

The above modulation techniques can be combined and the combination of amplitude and phase modulation is quite popular among designers of high performance modems. Figures 5 to 7 show these different modulation techniques.

Fig. 5. Amplitude modulation.

In the figures 5 to 7 modulation schemes with a carrier only slightly higher, and synchronized with, the bit clock are shown. This is typical for synchronous modems working over telephone links, but is not the case in other modems, such as those used for radio transmission or cable TV channels.

Fig. 6. Frequency modulation.

Fig. 7. Phase modulation.


Digital coding and modulation have been discussed separately in this text for clarity. The reader should however be aware that there are no fundamental differences between these two techniques for signal shaping: Manchester encoding is a form phase modulation, provided that sine waves are used instead of square waves.
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